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A Prototype Public Speaking Skills Assessment: An
Evaluation of Human-Scoring Quality

Jilliam Joe, Christopher Kitchen, Lei Chen, & Gary Feng

Educational Testing Service, Princeton, NJ

The purpose of this paper is to summarize the evaluation of human-scoring quality for an assessment of public speaking skills. Video-
taped performances given by 17 speakers on 4 tasks were scored by expert and nonexpert raters who had extensive experience scoring
performance-based and constructed-response assessments. The Public Speaking Competence Rubric was used to score the speeches.
Across all of the dimensions of presentation competence, interrater reliability between expert and nonexpert raters ranged between
.23 and .71. The dimensions of public speaking competence associated with the lowest interrater reliability were effectual persuasion
and word choice (.41 and .23, respectively). Even expert raters, individuals with a background in teaching and evaluating oral com-
munication, had difficulty agreeing with one another on those dimensions. Low-inference dimensions such as visual aids and vocal
expression were associated with much higher levels of interrater reliability, .65 and .75, respectively. The holistic score was associated
with an interrater reliability of .63. These results point to the need for a significant investment in task, rubric, and training development
for the public speaking competence assessment before it can be used for large-scale assessment purposes.
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Leaders in the United States K- 12 and higher educational systems recognize oral communication competence as a skill
students need in the 21st century workplace, a skill that is critical to this nation’s social and economic growth (Asso-
ciation of American Colleges and Universities [AACU], 2007). Effective communication has the power to shape ideas,
relationships, organizations, and national and global communities.

In the classic sender-receiver channel theory of communication (Shannon & Weaver, 1949), human communication is
conceptualized as a linear process between a sender and a receiver. Also included in this model is entropy or noise. This
noise represents those aspects of the communication environment and process that interfere with effective communica-
tion, such as culture, language, and social and cognitive differences between communicators. For example, consider the
number of opportunities for misinterpreted facial expressions or misconstrued messages that occur in a video conferenc-
ing environment, particularly when the video and audio are not clear but are fuzzy. A furrowed brow of contemplation
can easily be misinterpreted as an expression of anger. The goal of effective communication, then, is to account for and
reduce noise in the communication process.

The sender-receiver channel model, though far too simplistic to capture all facets of human communication, is useful
for describing public speaking, communication between a single speaker and multiple audience members (e.g., monologue
or lecture). The model also holds several implications for the assessment of public speaking competence. Public speaking
calls on several kinds of abilities concomitantly: psychological, cognitive, linguistic, and paralinguistic. Assessing public
speaking competence is no less complex, particularly when it is performance based. In this context, the evaluator or rater
is the audience member. As the receiver of the message, raters process myriad aural and visual information to arrive at a
judgment about the speaker’s competence and skill level as an orator. And because it is a measurement process, decision
making is guided by a scoring rubric that structures the type of behaviors that should be considered and the criteria by
which to evaluate those behaviors. However, the extent of how raters in the public speaking domain use the information
gathered to make quality score decisions has yet to be fully examined. One of the challenges of assessing public speak-
ing competence is reliably and accurately detecting the true quality of a performance — filtering the construct-irrelevant
factors from the construct-relevant factors. In the communication model described earlier, this is characterized as noise.
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Developing a strong training program and scoring design is important to reducing the effect of a noisy communication
process on the quality of raters’ judgments.

Research on public speaking competence assessment and how to design scoring to reduce noise and promote reliable
scoring is limited. A few studies have examined reliability of publicly available rubrics used to evaluate public speak-
ing competence (Morreale, Moore, Surges-Tatum, & Webster, 2007; Schreiber, Paul, & Shibley, 2012) as well as cognitive
differences between expert and nonexpert raters (Joe, Harmes, & Hickerson, 2011). A study of multimodal technology
applications in presentation skills training was conducted by University of Southern California researchers Batrinca,
Stratou, Shapiro, Morency, and Scherer (2013). The focus of the study was the degree to which experts’ evaluation of
presentation skills and multimodal information on body movement, gestures, and facial features aligned. Two expert
raters were asked to score 14 videotaped presentations on 21 behavioral dimensions using a 7-point Likert scale. They
were also asked to assign an overall (holistic) score. Content-focused dimensions such as development of the speech and
adaption to audience were not evaluated. Batrinca et al. reported an interrater reliability coeflicient (p) of .65 between
raters’ overall (holistic) score. Agreement between raters was not examined at the trait level. More research is needed to
better understand human scoring for large-scale public speaking assessments and measurement error related to raters
that undermines the quality of scoring and, ultimately, the validity of conclusions made based on scores derived through
human raters. Research is also needed to determine the ways in which technology can be used to support human scoring
and improve the reliability of scores for large-scale public speaking assessments.

In 2013, a multimodal data collection and analysis system and prototype presentation skills assessment were developed
at Educational Testing Service (ETS). The system includes a Microsoft Kinect for Windows device for tracking three-
dimensional (3D) motions and a high definition (HD) camcorder to track video and voice. Positions and velocities of
major body parts, including hands and torso, can be computed from the tracked 3D body motions data. In addition,
acoustic features, such as pitch, energy, and pauses, can be extracted from voice recordings. These visual and aural features
can be used to measure several critical attributes of presentation skills such as vocal variation and vocal intensity. The
presentation skills assessment was administered to an adult population of speakers. This research represents an emerging
body of work being conducted in the multimodal technologies for assessment space.

The purpose of this paper is to summarize the evaluation of human-scoring quality for the 2013 multimodal pre-
sentation assessment and to provide recommendations for future studies. The scores gathered through this study will
contribute to the identification of multimodal features of interest for future automated-scoring development and human-
scoring support. Findings will also inform decisions about the appropriateness of the assessment and scoring procedures
for large-scale assessment use.

Method
Participants

A total of 17 participants were recruited from among ETS staff; many of whom participate in the Toastmasters club (see
Chen et al., 2013). Toastmasters International is an organization that promotes communication and leadership develop-
ment among professionals by encouraging its members to complete various public speaking exercises, receive feedback
on evaluative criteria, and attend agenda-driven club meetings regularly (see http://www.toastmasters.org). In total, seven
participants were also active members in Toastmasters Club #5087, the club chapter that is most often attended by ETS
employees and convenes on the ETS Rosedale campus. No other participants were members of Toastmasters International.
Seven of the participants were male and 10, female. Only two participants were nonnative speakers of English.

Five raters were recruited to score the speech presentations. Two raters were ETS assessment specialists who have a
background in oral communication/public speaking instruction at the higher education level. For the purposes of this
report, they will be labeled expert raters. Both of these expert raters possess degrees in literature or poetry at the master’s
level and a minimum of 5 year’s experience in either teaching or evaluating public speaking and communication skills.
Furthermore, both of these raters also possess a secondary graduate degree in either literature or finance and marketing.
The other three raters were recruited from the ETS rater pool and were selected based on the recommendations of the
expert raters. These raters have extensive experience in scoring constructed responses. Among these three raters, the most
recent hire for in this program was in 2005, meaning each rater possesses at least 9 year’s experience with constructed-
response scoring but little experience scoring public speaking performances with the instrument chosen for the study. For
the purposes of this report, they will be labeled nonexpert raters.
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Presentation Tasks

Four presentation tasks were developed to measure public speaking competencies (see Appendix A). These tasks were
modeled after several speaking tasks used in the Toastmasters club. Task A was a short introductory task that served as
a warm-up to the main study. It was not scored. Two of the remaining tasks were informative. Task B asked speakers to
present a financial report to an imaginary group of board members of a small business, and Task C asked speakers to
present a lesson on ancient Egypt to an imaginary group of middle school students. The other two tasks were persuasive
and extemporaneous. Task D asked speakers to consider a movie they did not enjoy and extemporaneously convince an
imaginary general audience why they should see it. Task E asked speakers to consider a place a general audience would
find inconvenient to live in and extemporaneously discuss what is nice about living in such a place.

PowerPoint slides were developed by the test developers and given to participants as visual aids for Tasks B and C. No
visual aids were provided for Tasks D and E. All data were collected in a laboratory environment, where participants for
the 2013 multimodal presentation assessment investigation were asked to complete these presentation tasks within 2-5
minutes respective to the type of task (4-5 minutes for Tasks B and C and 2-3 minutes for Tasks D and E). Speeches
were video and audio recorded. Body movements were tracked using the Kinect system described earlier in the paper. An
actual audience (aside from the research assistant) was not present during the presentation.

Scoring Instrument

The Public Speaking Competence Rubric (PSCR; Schreiber et al., 2012) was selected for this study (see Appendix B).
Other instruments considered were the competent speaker evaluation form (Morreale, 1990) and a modified version of
The Competent Speaker, Scoring Rubric for Oral Communication Behavior Assessment (Hickerson, 2006). The PSCR
is intended to be used as an assessment of public speaking competency in adult populations, particularly at the higher
education level. It is also intended to be a discipline-neutral instrument, one that can be used to assess globally accepted
public speaking competencies. There are nine dimensions considered to be core competencies. Two additional dimensions
are included depending on the appropriateness of the task. A holistic score is also applied that characterizes the rater’s
general impression of the quality of the speech. Each dimension has five performance levels, where 0 reflects deficient
competence and 4 reflects advanced competence. The developers of the PSCR defined the 11 competencies or dimensions
as follows (the optional dimensions below are italicized; Schreiber et al., p. 214):

—_

Topic selection: The speaker selects a topic that is appropriate to the audience and occasion.

Introduction: The speaker formulates an introduction that orients the audience to the topic.

Organization: The speaker uses an effective organizational pattern.

Supporting materials: The speaker locates, synthesizes, and employs compelling supporting materials.
Conclusion: The speaker develops a conclusion that reinforces the thesis and provides psychological closure.
Word choice: The speaker demonstrates a careful choice of words.

Vocal expression: The speaker effectively uses vocal expression and paralanguage to engage the audience.
Nonverbal behavior: The speaker demonstrates nonverbal behavior that reinforces the message.

Adapts to audience: The speaker successfully adapts the presentation to the audience.

Visual aids: The speaker skillfully makes use of visual aids.

SO WVWXXNOUVTAWN

_

Effectual persuasion: The speaker constructs an effectual persuasive message with credible evidence.

Although the amount of validity evidence for the PSCR is limited and much of the research that has been done on
the instrument was conducted by its developers, its representativeness of the public speaking competence domain and
psychometric properties demonstrated through prior research indicates promise for use by nonexperts.

Schreiber et al. (2012) conducted two sets of studies to explore interrater reliability and the internal structure of the
PCSR. One study was conducted with five trained faculty member raters (two of whom were the instrument developers) to
gather validity evidence for the PSCR. The assessment included two tasks: one informative and the other persuasive. A total
of 45 speech presentations were given by college students during an introductory course in speech communication. The
intraclass correlation coefficients (ICCs; a measure of variance in scores associated with raters) across the 10 dimensions
and holistic score ranged from .54 to .93 for the informative speech and from .37 to .88 for the persuasive speech. The
holistic score for both tasks tended to be associated with the highest agreement between raters. Overall, across the two
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speech tasks, the ICCs ranged from .69 to .93. At the dimension level, however, Dimensions 2-8 were associated with
ICCs greater than .70 for the informative speech, and Dimensions 4-7, 10, and 11 were associated with ICCs greater than
.70 for the persuasive speech. Topic selection and adapts to audience tended to give raters the most difficulty when scoring
both speech types. The ICCs were lowest for these dimensions (p;c = .64 and .54, respectively). Schreiber and colleagues
(2012) conducted a second study with an expert and three nonexpert raters following the same procedures as before, but
with a different set of 50 speeches, and they found improved agreement for all of the dimensions across both speech types
(prcc =69 to .95 for the informative speech and py-c = .46 to .92 for the persuasive speech). Possible reasons for this
improvement were not given. The findings of the studies suggest experts and nonexperts can use the PSCR reliably.

The factor structure of the measure was also examined in the same set of studies (Schreiber et al., 2012). Specifically,
three rounds of principal components analysis (PCA) were completed. The first round of PCA used scores for the first nine
dimensions of the rubric. The second round PCA used scores for the first 10 dimensions of the rubric. The third round PCA
used scores for Dimensions 1-9 and 11. A sample of 50 speeches was used for these analyses. A three-component solution
was replicated in each round: (a) speech presentation, (b) topic adaptation, and (c) nonverbal delivery. Dimensions loaded
onto each component in ways that made theoretical sense. For example, Dimensions 2 (introduction), 3 (organization), 4
(supporting materials), 5 (conclusion), 6 (word choice), and 7 (vocal expression) all loaded on speech presentation with
loadings that ranged between .374 and .989. Within each component or domain, internal consistency reliability () across
items was above .75.

The rubric structure differed slightly for the present study. Only Dimensions 2, 3, and 5-9 were used (see Appendix B).
The tasks administered did not provide opportunity for topic selection; the topic was given to the speaker (Dimension
1). In addition, supporting materials were not required (Dimension 4); there was not enough advanced preparation time
given to speakers to gather supporting materials. Dimension 10 was assessed only when the task required use of visual
aids (Tasks B and C). Dimension 11 was considered for all tasks even though only two were persuasive in nature. A holistic
evaluation component was included in the scoring design as well. An objective of this study is to determine how reliably
experts and nonexperts can use the modified PSCR and how closely scoring performance aligns with prior research.

Scoring Design

Scoring of the 2013 corpus proceeded in two phases. The activities that took place in each phase are summarized in Table 1.
Each presentation received at least two independent scores.

The purpose of Phase 1 of the scoring process was to provide criterion scores for a subset of the videos collected in
2013, and from those videos, exemplars were selected (presentations that represent the levels of the scoring rubric) for
future training purposes. Two expert raters were involved in this stage. This phase presented the first opportunity for
raters to use the scoring instrument and provide feedback on its scorability (i.e., its usability for the set of tasks and
presentations).

The purpose of Phase 2 was to score the remainder of the presentations (N = 55; one presentation was excluded because
of video quality) with expert and nonexpert raters. Presentations within each task were randomly assigned to raters.
Experts were randomly paired with nonexperts. The expert rater always provided the first score for each presentation.
Nonexperts were never paired with one another. If evidence shows that the experts had a reasonable level of agreement
with one another, then their scores could be used as the criteria to assess the accuracy of nonexperts.

None of the raters were aware of the type of score (first or second) they were providing. In the event that the scores
between two raters were discrepant, a third rater provided a third independent score and, again, without knowledge of the
type of score he or she was providing. The third rater assigned scores to all of the dimensions. However, only the scores for
the dimensions with two discrepant scores between an expert and nonexpert rater pair were used. The final operational
score is the average of all scores assigned to a given dimension for a given speaker.

Procedures
Phase 1

For Phase 1, scoring sessions were held at ET'S’s Princeton location. The scoring instrument and a nondisclosure agreement
were emailed to expert raters prior to the first session. At the beginning of the session, the research facilitator reviewed
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Table 2 Exemplar Matrix

Advanced Proficient Basic Minimal Deficient
Dimension (4) 3) (2) (1) (0) N/A

Formulates an introduction that Task B: 14_b  Task C: 19_c (LR)
orients audience to topic and

speaker
Uses an effective organizational Task B: 14 b Task E: 16_e (HR)
pattern
Develops a conclusion that Task D: 19_d Task E: 16_e (LR) Task C: 003_c

reinforces the thesis and

provides psychological closure
Demonstrates a careful choice of Task C: 003_c

words
Effectively uses vocal expression ~ Task B: 14_b

and paralanguage to engage
the audience

Demonstrates nonverbal Task B: 13_b Task C: 003_c
behavior that supports the

verbal message
Successfully adapts the Task B: 14_b Task C:

presentation to the audience
Skillfully makes use of visual aids ~ Task B: 14_b
Constructs an effectual Task B: 14_b

persuasive message with
credible evidence and sound
reasoning

Note. LR =low range-finder; performances that are generally or predominantly representative of a particular performance level, but
have some characteristics of the preceding performance level. HR =high range-finder; performances that are generally or predomi-
nantly representative of a particular performance level, but have some characteristics of the subsequent performance level. In contrast,
benchmarks are clearly one performance level or another.

the procedures (see Appendix C) and the scoring materials. Questions about the scoring rubric and the tasks were clar-
ified during this time. Expert raters were given the opportunity to practice their scoring by reviewing a common video
(Task B, 5 minutes in length). Each expert had a computer from which to access and view the videos. Headphones were
provided to increase the quality of the audio component. Experts used a scoring sheet to record their evidence, scores,
and score rationales. Once they scored the practice video independently, they discussed their scores with one another and
the facilitator. Any adjacent or discrepant scores were reconciled through discussion. The expert raters were instructed to
score the remaining 11 presentations independently.

Scoring notes were developed based on the experts’ first round of scoring to give further direction to future raters.
Since the purpose of the Phase 1 scoring session was to select exemplars, the experts were asked to record evidence
and time stamp that evidence for each of the dimensions from the videos and to also write a rationale for each score
they assigned. This often consisted of an amalgamation of individual fragments of evidence that pertain to the same
scoring dimension. For example, an expert rater was observed to give a final score of 3 for vocal expression, while corre-
sponding rationales noted by the rater were “excellent vocal variety, enthusiasm” and “uses ‘um’ excessively.” The resultant
score of 3 was therefore the rater’s judgment of this scoring dimension after considering the preponderance of positive
and negative fragments of evidence for that scoring dimension. Exemplars were selected from the set of scored videos
that had two exact scores. Exemplars were selected from the set of scored videos that had two exact scores (agreement
statistics for Phase 1 scoring are reported in the results section of this report). The initial set of videos from which the
exemplars were drawn was small. Therefore, there are a number of incomplete cells in the exemplar matrix, as shown in
Table 2.

It was not a requirement that exemplars for all nine dimensions belong to the same speaker or even the same task. In
other words, the video did not need to have a score of 4 in every dimension to be considered a candidate for the exemplar
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Table 3 Rater by Task Pairings

Rater Task B Task C Task D Task E
R1 (Expert) X X X X
R2 (Expert) X X X X
R3 (Nonexpert) X X X

R4 (Nonexpert) X X
R5 (Nonexpert) X X X

pool. It is uncommon in complex assessments (e.g., classroom observation) such as this for a test taker (or speaker in
this context) to have the same performance level on all traits or dimensions of the construct. As shown in Table 2, a
Level 4 exemplar for introduction was identified in the Task B set of videos, and it just so happens that the same video
(14_b) was used as a Level 4 exemplar for organization; however, the Level 4 exemplar for conclusion was identified in
the Task D set of videos. There were likely more Level 4 performances than Level 1 performances in this sample because
the participants were selected from a fairly competent group of speakers (i.e., Toastmasters club). Moreover, participants
volunteered to participate in the study. In such cases, the more proficient or competent subset of the population tends to
be overrepresented.

The scoring rate was much lower than anticipated. We expected raters would score at a factor of 1.5 (time and a half). In
reality, the scoring rate was about three times the length of the video. As a result, all of the scoring could not be completed
in the first session. Raters were invited to return for a second session on the next day. All of the scoring could not be
completed during this session, either. The remaining videos (N =2) were placed in the pool of videos to be scored in
Phase 2. The expert raters scored 10 videos across four tasks (three videos for Task B, three videos for Task C, three videos
for Task D, and one video for Task E). In total, they assigned 190 scores (scores were not assigned to certain dimensions
for certain tasks because of applicability).

In planning for Phase 2, it was expected that raters would not be able to complete all of their scoring assignments
on-site. Therefore, a secure file transfer protocol (sftp) site was used to facilitate video file access. The site could not be
accessed without the proper login credentials.

Phase 2

Similar procedures were followed for Phase 2. Scoring was conducted over a period of 2 weeks. New (nonexpert) raters
were required to come to ETS’s Princeton campus for at least the first session. When feasible, nonexperts were scheduled
along with experts. The rater pairings are shown by task in Table 3.

As with the Phase 1 scoring, scoring materials (scoring rubric and PowerPoint slides) and the nondisclosure agree-
ment were emailed to raters prior to the scoring session. Once the raters arrived, they were given a copy of the scoring
instructions (see Appendix B) and their scoring assignments. Raters were oriented to the procedures. Afterward, the facili-
tator reviewed the rubric with raters, highlighting key attributes of each dimension and any special notes about scoring the
dimension to which raters needed to attend. The expert raters participated in the discussion and were helpful in calibrating
the nonexperts to the rubric.

The facilitator then reviewed each of the exemplars with the nonexpert rater. The expert rater was allowed to begin
scoring. It is important to note that raters were not required to provide time-stamped evidence or score rationales during
this phase because of time constraints. Following the review of the exemplar set, the rater was asked to score the scoring
practice video. The facilitator reviewed the criterion scores and score rationales with the rater. After some additional
clarification of the procedures, the nonexpert rater was allowed to begin scoring.

Data Analysis

Along with score distribution, agreement summary statistics are reported for each dimension and the holistic score: (a)
percentage of exact, adjacent, and discrepant scores; (b) kappa (unweighted and quadratic weighted); (c) Spearman’s
rho (denoted as p); and (d) intraclass correlation coefficient for absolute agreement (denoted as picc). Spearman
rank-order correlations between dimensions were examined, which take into account chance agreement and similarity in
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Table 4 Agreement Statistics for Phase 1 (Expert Raters)

Frequency score

distribution % agreement

N Exact +
Dimension (scores) 0 1 2 3 4 Exact Adjacent adjacent Discrepant Correlation(p)
1. Introduction 20 5% 20% 55% 20% 5% 60% 20% 80% 20% 0.29
2. Organization 20 0% 50% 40% 10% 0% 60% 40% 100% 0% 0.04
3. Conclusion 18 35% 15% 30% 10% 35% 67% 22% 89% 11% 0.75
4. Word choice 20 0% 15% 65% 20% 0% 50% 50% 100% 0% 0.30
5. Vocal expression 20  10% 20% 35% 35% 10% 30% 70% 100% 0% 0.54
6. Nonverbal behavior 20 5% 10% 40% 45% 5% 40% 50% 90% 10% 0.50
7. Adapts to audience 20 5% 15% 65% 15% 5% 30% 60% 90% 10% —-0.03
8. Visual aids 12 0% 5% 50% 5% 0% 67% 33% 100% 0% —
9. Effectual persuasion 20 5% 35% 45% 15% 5% 40% 40% 80% 20% —-0.10
10. Holistic score 20 0% 25% 65% 10% 0% 70% 30% 100% 0% 0.56

Note. There were 12 presentations in the Phase 1 set, which would have led to 24 scores. However, the experts were able to complete
scoring for only 10 of the presentations. The number of scores varied for the conclusion and visual aids dimensions because those
dimensions did not apply in all cases.

rank-ordering of test takers (or speakers, in this case) between raters. Spearman correlations were reported because the
within-task sample size was too small for a parametric analysis of bivariate relationships. The ICC describes the variance
in scores that is attributed to differences between raters.

The expectation for percentage of agreement between raters depends, in large part, on the length of the score scale
(i.e., the effective length, the number of scale points raters actually use) and the complexity of the rubric (e.g., the number
of dimensions and level of elements within each dimension raters are required to adopt and apply). There are several
rules of thumb for examining kappa. Kappa values between .81 and 1 indicate perfect agreement, values between .61 and
.80 indicate substantial agreement, values between .41 and .60 indicate moderate agreement, values between .21 and .40
indicate fair agreement, and values between 0 and .20 indicate slight agreement (Landis & Koch, 1977).

Results
Phase 1 Results

Owing to small sample size, kappa and ICC values are not reported. The percentage of exact agreement between experts
ranges from 30% to 70%. The holistic score was associated with the highest percentage of agreement (70%). As shown
in Table 4, experts had matching or adjacent (1 point difference) scores 80% of the time or more. The lowest percentage
of agreement was associated with vocal expression and adapts to audience (30%). The highest percentage of agreement
among the presentation competence traits was associated with conclusion and visual aids (67%). The interrater reliability
coeflicients (p) indicate that experts’ scores were moderately to highly consistent in four dimensions: (a) conclusion, (b)
vocal expression, (c) nonverbal behavior, and (d) the holistic score. Scores were slightly consistent in two dimensions:
introduction and word choice. Scores for organization and adapts to audience were uncorrelated. Interestingly, there was
a slight inverse correlation between experts’ effectual persuasion scores. Performances that one expert ranked as advanced
or proficient, the other expert ranked as deficient or minimal.

Phase 2 Results

Expert and nonexpert raters double-scored 55 videos in total across the four tasks. Recall that 12 from the pool of 68 videos
were scored in Phase 1, one video was excluded due to video quality, and the remaining 55 were scored in Phase 2. In total,
raters assigned 1,032 scores (total scores assigned is less than 1,100 because a visual aids score was not given to Task D
and Task E). The following results address the question of whether nonexpert raters apply the same scale (i.e., scoring
criteria) as the expert raters. Reported in Tables 5 and 6 are the agreement summary statistics and score distributions for
each dimension and the holistic score.
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Table 5 Scoring Performance Statistics for Phase 2 (All Raters) Across Tasks

Frequency score

distribution % agreement Kappa Correlation
Exact+
Dimension N 0 1 2 3 4 Exact Adjacent adjacent Discrepant unwtd q.wtd p ICC
1. Introduction 110 0% 2% 22% 45% 31% 58% 31% 89% 11% 0.37 0.30 0.36 0.47
2. Organization 109 0% 2% 25% 50% 22% 49% 42% 91% 9% 021  0.33 0.37 0.50
3. Conclusion 103 3% 9% 23% 42% 17% 40% 36% 76% 24% 0.19 0.33 0.40 0.50
4. Word choice 109 0% 0% 12% 60% 27% 55% 40% 95% 5% 0.18 0.25 0.24 0.41
5. Vocal expression 110 0% 1% 28% 38% 33% 47% 53% 100% 0% 021  0.59 0.60 0.75
6. Nonverbal behavior 110 0% 8% 22% 49% 21% 49% 42% 91% 9% 0.23  0.46 0.47 0.64
7. Adapts to audience 110 0% 5% 14% 47% 35% 58% 29% 87% 13% 0.35 0.34 0.36 0.51
8. Visual aids 53 0% 3% 7% 25% 13% 44% 44% 88% 11% 0.18 0.47 0.54 0.65
9. Effectual persuasion 108 0% 5% 31% 38% 24% 38% 44% 82% 18% 0.12  0.13 0.15 0.23
10. Holistic score 110 0% 0% 25% 51% 24% 62% 33% 95% 5% 0.39 045 0.47 0.63

Note. Corr = correlation; q.wtd = quadratic weighted; unwtd = unweighted; ICC = intraclass correlation coefficient.

Table 6 Mean Scoring Differences Between Expert and Nonexpert Rater

Mean

Dimension Expert Nonexpert Mean difference
1. Introduction 3.07 3.04 0.04
2. Organization 2.87 2.98 -0.11
3. Conclusion 2.61 2.71 —-0.10
4. Word choice 3.09 3.09 0.00
5. Vocal expression 3.00 3.00 0.00
6. Nonverbal behavior 2.84 2.82 0.02
7. Adapts to audience 2.96 3.27 -0.31*
8. Visual aids 2.73 3.26 —0.53*
9. Effectual persuasion 2.78 2.85 —-0.07
10. Holistic score 2.89 3.07 —0.18

*These difference values, which are italicized, are significant at p <.05 level.

Interrater Agreement

As shown in Table 5, raters tended to have matching or adjacent scores 76% of the time or more. Kappa values indicate
fair agreement between experts and nonexperts on five of the 10 dimensions and good to moderate for vocal expression,
nonverbal behavior, visual aids, and the holistic score. Scores between experts and nonexperts had poor agreement for
persuasive. The interrater reliability coefficient (p) for these scores ranges from low to moderate (.15 to .60). The dimen-
sions on which raters reached an acceptable level of agreement, where variance between experts and nonexperts was fairly
low, were vocal expression (pjcc =.75), nonverbal behavior (p;oc =.64), and visual aids (p;oc =.65). Agreement for all
other dimensions, including the holistic score, ranged between .23 and .63. The largest sources of discrepant scores (more
than 1 point difference between raters) were conclusion (24%) and effectual persuasion (18%).

Score Distributions

The effective score scale (score range) varied across dimensions either because of raters’ scoring criteria or because of the
true distribution of scores in the sample (it is difficult to say which because we do not have accurate or criterion scores
for each speech presentation). For example, raters assigned scores that ranged from 1 to 4 for introduction. However, for
word choice, they assigned scores that ranged from 2 to 4, using an effective 3-point scale for this dimension. The most
frequently assigned score in this dataset was 3. In general, any information about oral communication competence that
is to be gained from these data is located in the middle to upper range of the score scale. Less information was captured
about performances at the lower end of the score scale.

ETS Research Report No. RR-15-36. © 2015 Educational Testing Service 9



J. Joe etal. Public Speaking Skills Assessment

Table 7 Contingency Matrix for Conclusion

Nonexpert
Performance level 0 1 2 3 4 Total

Expert 0 0 0 12 2 0* 3
1 0 1 4 12 0? 6

2 0? 1 4 3 12 9

3 0? 2 4 13 4 23

4 0? 0? 2 4 4 10

Total 0 4 15 23 9 51

Note. N is less than 55 because some videos were given an N/A for conclusion, applicable in instances where the speaker was clearly cut
off from speaking or otherwise did not get to all materials being presented (PowerPoint-aided speeches).
*These figures, which are shaded, indicate discrepant score counts.

Table 8 Contingency Matrix for Effectual Persuasion

Nonexpert
Performance level 0 1 2 3 4 Total

Expert 0 0 0 0* 0* 0* 0
1 0 1 2 0? 0? 3

2 0* 0 8 3? 19

3 0? 0? 1 10 8 19

4 0* 2° 42 5 2 13

Total 0 3 15 23 13 54

Note. N is less than 55 because one rater had difficulty assigning a score for this dimension for one of the videos. Final was coded as
missing.
*These figures, which are shaded, indicate discrepant score counts.

As shown in Table 6, experts tended to award higher scores to introduction and vocal expression. Nonexperts, on the
other hand, tended to award higher scores to adapt to audience and visual aids. Further, there were statistically significant
mean score differences between expert and nonexpert raters. Nonexpert raters tended to score one third of a point higher
than experts when scoring adapts to audience and one half of a point higher when scoring visual aids. Incidentally, one
of the experts noted the difficulty of scoring adapts to audience for Task D and Task E because of the artificial nature of
the scoring setting (i.e., rater did not score in real time as an actual audience member).

Discrepant ratings were examined more closely for these two dimensions. The contingency matrix between expert and
nonexpert conclusion scores is shown in Table 7. Discrepant score counts are in the shaded cells on the off-diagonal. There
was a higher frequency of discrepant scores that involved a 3 rating (10%) and a 2 rating (8%) than any other score level.
However, relative to exact and adjacent scores, the amount of discrepant score was low.

The second largest source of discrepant scores was effectual persuasion. Recall that Tasks D and E were the persua-
sion tasks, though Tasks B and C speeches may have included some persuasive elements, depending on the speaker. The
contingency matrix between expert and nonexpert effectual persuasion scores is shown in Table 8. All of the discrepant
ratings involved a score of 4. Raters had the most difficulty distinguishing between Level 2 and Level 4 performances
(13%).

Summary of Phase 2 Scoring Performance at Task Level

Scoring performance was also examined at the task level. Table 9 contains summary statistics for Task B. Recall that this
task asks speakers to present a financial update to board members of a small business. Due to small sample size, kappa and
ICC values are not reported. Effectual persuasion and conclusion were associated with the largest percentage of discrepant
scores (22% and 21%, respectively). The interrater reliability coefficients indicate that expert and nonexpert scores were
the least consistent for effectual persuasion and organization. For the other dimensions, interrater reliability was moderate
to high (p=.33 to .81). Looking at expert and nonexpert mean scores and their differences, a pattern of leniency among
nonexperts emerges. Generally, nonexperts gave slightly higher scores than experts for most dimensions. The exceptions
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Table 9 Task B Scoring Performance

% agreement Correlation Mean

Exact + Mean
Dimension N  Exact Adjacent adjacent Discrepant p Expert  Nonexpert  difference
1. Introduction 28 57% 43% 100% 0% 49 2.93 2.79 0.14
2. Organization 28 50% 43% 93% 7% .16 2.86 2.86 0.00
3. Conclusion 28 64% 14% 78% 21% .40 2.62 2.77 —0.15
4. Word choice 28 64% 36% 100% 0% .33 2.93 2.93 0.00
5. Vocal expression 28 64% 36% 100% 0% .81 2.93 2.93 0.00
6. Nonverbal behavior 28 50% 43% 93% 7% .65 2.50 2.64 —-0.14
7. Adapts to audience 28 67% 33% 100% 0% .68 2.86 3.21 —-0.36
8. Visual aids 28 56% 33% 89% 11% .68 2.50 3.07 —0.57
9. Effectual persuasion 28  44% 33% 77% 22% 21 2.50 2.79 -0.29
10. Holistic score 28 67% 33% 100% 0% .69 2.79 2.86 —0.07
Table 10 Task C Scoring Performance

% agreement Correlation Mean

Exact+ Mean
Dimension N  Exact Adjacent adjacent  Discrepant p Expert  Nonexpert  difference
1. Introduction 26 77% 23% 100% 0% .78 3.15 3.23 —-0.08
2. Organization 26 54% 38% 92% 8% .69 2.92 3.38 —0.47
3. Conclusion 26 31% 46% 77% 23% .10 1.91 2.82 —0.91
4. Word choice 26 46% 38% 84% 15% 32 3.08 3.08 0.00
5. Vocal expression 26 38% 62% 100% 0% .56 3.15 3.15 0.00
6. Nonverbal behavior 26 54% 38% 92% 8% .63 3.08 3.00 0.08
7. Adapts to audience 26 54% 23% 77% 23% .54 2.85 3.54 —0.69
8. Visual aids 26 38% 46% 84% 15% 24 3.00 3.46 —0.46
9. Effectual persuasion 26 23% 69% 92% 8% .37 2.75 3.33 —0.58
10. Holistic score 26 46% 46% 92% 8% 44 3.00 3.46 —0.46

were organization, word choice, and vocal expression, where mean scores were equal. Sample sizes were too small to test
for significance of these differences.

Table 10 contains summary statistics for Task C. Recall that Task C asks speakers to present a lesson on ancient Egypt
to prepare a hypothetical group of middle school students for a future exam. Interrater reliability was the lowest for
conclusion and visual aids. For the other dimensions, scores were moderately to highly consistent (p =.32 to .78). Look-
ing at expert and nonexpert mean scores and their differences, the pattern of leniency among nonexperts is consistent
with Task B scoring behavior. Generally, nonexperts gave slightly higher scores than experts for most dimensions. The
exceptions were word choice and vocal expression, for which mean scores were equal, and nonverbal behavior, for which
experts gave slightly higher scores, on average, than nonexperts. Sample sizes were too small to test for significance of
these differences.

Table 11 contains summary statistics for Task D. Recall that Task D asks speakers to extemporaneously persuade an
audience to see a really bad movie. The interrater reliability coeflicients indicate that expert and nonexpert scores for
introduction and effectual persuasion was practically uncorrelated. The consistency of scores between the two groups
was low to moderate for the other dimensions (p =.14 to .50). There is a marked difference in scoring quality between
this task and the previous two tasks. Generally, nonexperts gave slightly higher scores than experts for most dimensions.
The exceptions were word choice and vocal expression, for which mean scores were equal, and conclusion and effectual
persuasion, for which experts gave slightly higher scores, on average, than nonexperts. Sample sizes were too small to test
for significance of these differences.

Table 12 contains summary statistics for Task E. Recall that Task E asks speakers to extemporaneously discuss what
is nice about living in a place that you would find very inconvenient or annoying. As with the previous tasks, effectual
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Table 11 Task D Scoring Performance

% agreement Correlation Mean

Exact+ Mean
Dimension N  Exact Adjacent adjacent Discrepant p Expert  Nonexpert  difference
1. Introduction 28 50% 21% 71% 29% -.04 2.79 3.07 —-0.29
2. Organization 28 43% 43% 86% 14% 27 2.57 2.71 -0.14
3. Conclusion 28 29% 43% 72% 29% 43 2.92 2.57 0.35
4. Word choice 28 50% 43% 93% 7% 24 3.21 3.21 0.00
5. Vocal expression 28 43% 57% 100% 0% .50 3.00 3.00 0.00
6. Nonverbal behavior 28 64% 21% 85% 14% .14 2.86 2.93 -0.07
7. Adapts to audience 28 64% 14% 78% 21% 22 2.93 3.14 -0.21
8. Visual aids — — — — — — — —
9. Effectual persuasion 28 36% 36% 72% 29% .06 293 2.64 0.29
10. Holistic score 28 57% 29% 86% 14% .39 2.79 3.07 -0.29
Note. Visual aids did not apply to this task.
Table 12 Task E Scoring Performance

% agreement Correlation Mean

Exact + Mean
Dimension N Exact Adjacent adjacent Discrepant p Expert  Nonexpert difference
1. Introduction 28 50% 36% 86% 14% 25 343 3.07 0.36
2. Organization 28 50% 43% 93% 7% .29 3.14 3.00 0.14
3. Conclusion 28 57% 43% 100% 0% .70 2.86 2.71 0.14
4. Word choice 28 57% 43% 100% 0% .26 3.14 3.14 0.00
5. Vocal expression 28 43% 57% 100% 0% .46 2.93 2.93 0.00
6. Nonverbal behavior 28 29% 64% 93% 7% 40 2.93 2.71 0.21
7. Adapts to audience 28 50% 43% 93% 7% .28 321 3.21 0.00
8. Visual aids — — — — — — — —
9. Effectual persuasion 28 50% 36% 86% 14% .19 2.93 2.71 0.21
10. Holistic score 28 64% 36% 100% 0% .62 3.00 2.93 0.07

Note. Visual aids did not apply to this task.

persuasion was associated with the lowest interrater reliability (p =.19). Interrater reliability was low to moderate for the
other dimensions (p = .25 to .70). Conclusion and the holistic score were associated with the highest consistency between
experts and nonexperts. Generally, nonexperts gave slightly lower scores than experts for most dimensions. The exceptions
were word choice, vocal expression, and adapts to audience, for which mean scores were equal. Sample sizes were too small
to test for significance of these differences.

Discussion

Presentation performances were scored by nonexpert human raters as well as expert human raters who had extensive
experience scoring performance-based and constructed-response assessments, but were minimally trained on a version
of the PSCR (Schreiber et al., 2012), modified for the study. Speech performances given by 17 speakers on four tasks were
video- and audiotaped. In addition, body movements were tracked using the Microsoft Kinect for Windows system for
future data analysis and possible use as a scoring support for human raters. Each performance was evaluated on dimen-
sions related to content, adaptation, and nonverbal delivery along a 5-point rating scale. The rubric was reviewed with
raters, and each rater completed a scoring practice video to calibrate to the score scale.

Scoring was conducted in two phases. Phase 1 involved expert raters. They were tasked with scoring a subset of the
videotaped performances and assigning a criterion score to each for the purpose of training nonexpert raters. Phase 2
scoring involved expert and nonexpert raters. The remainder of the videos was scored during this phase. The Phase 1
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analysis of scoring performance addressed the question of whether expert raters’ scores were trustworthy criteria by
which nonexpert scores could be compared. Results showed that expert agreement met the 60% target for only three
of the 10 scores assigned: organization, conclusion, and vocal expression. It is important to note that the final criterion
score was derived through consensus discussion. The Phase 2 analysis addressed scale usage and the question of whether
nonexpert raters apply the same scale (i.e., scoring criteria) as the expert raters. In general, scores from middle and upper
range of the scale were awarded more frequently than scores at the lower end of the scale. This finding was expected
given that a majority of the study participants were members of the ETS Toastmasters club and were fairly competent
speakers.

The findings also show that nonexperts did not use the same scale as experts when scoring visual aids and adapts to
audience. Nonexperts, on average, scored up to a half of a point higher than experts on these dimensions. At the task level,
nonexperts generally tended to score higher than experts on Tasks B through D and lower than experts on Task E. It is
not immediately clear why this was the case.

The largest sources of discrepant scores (more than 1 point difference between raters) across all four tasks were
conclusion (24%) and effectual persuasion (18%). Conclusion may have presented some challenges because judging
the psychological closure of the speech is very much idiosyncratic to each rater. Granted, there were several instances
where one rater did not detect a conclusion and the other rater not only detected a conclusion, but also thought that
it warranted a score of 3. These types of discrepancies must be addressed through training. For the tasks in which
persuasion was required, Tasks D and E, rater agreement was low. This could be due to the misalignment between
the scoring criteria and the tasks. For example, the scoring criteria outline three critical attributes that raters consid-
ered when evaluating effectual persuasion: (a) credibility of evidence, (b) call to action, and (c) reasoning. Recall that
supporting materials was excluded from the rubric because speakers did not have time to gather supporting mate-
rials for their presentations. It stands to reason that a lack of supporting materials and evidence would negate the
need to evaluate the credibility of evidence. It is possible that because that criterion was included in the rubric, raters
felt obligated to use it. Any identified evidence may or may not have been consistent across raters. Further, because
speakers were not made aware of the scoring criteria, they may not have known to make the call to action explicit
in their presentations. It is also possible that some raters could have missed the call to action if one was present.
If retained in the 2014 assessment, these tasks must be revised to elicit the kinds of behaviors that are consistent
with the evaluation standards (as they are expressed in the rubric), or the rubrics must be revised to align to the
tasks.

In addition, the results also showed that raters had difficulty coming to agreement on scores for Task D more than
other tasks. Speakers who had difficulty thinking of an example of a bad movie were allowed to modify the task (e.g., bad
book) and raters were told to expect some variation. However, it is unclear if this played a role in low interrater reliability.
It is more likely that the lack of benchmarks for Task D contributed significantly to the quality of scoring. There was only
one example of a high-scoring speech for conclusion for this task. Incidentally, Task D and Task E had fewer benchmarks
and poorer scoring quality than Task B and Task C, which underscores the importance of providing sufficient scoring
supports during training.

As shown in Table 13, the ICCs in this study were well below the ICCs reported in Schreiber et al. (2012). However,
while not explicitly stated, it is highly probable that the five raters in Study 1 and four raters in Study 2 of Schreiber
et al. each scored all of the speech presentations. In other words, the scoring was fully crossed. It is not clear from the
description provided in the paper if this is true. However, if this is the case, then that would explain why the ICCs were
so high compared to the ICCs from our study. The more raters, the higher interrater reliability generally will be when
scores are averaged across raters. For instance, for the sample of videos in our study that received a third rater, interrater
reliability (p;cc) increased to .78 from .40 when the third rating was applied. In an operational setting, three to five raters
per presentation may not be a realistic or sustainable scoring model given the expense.

Differences between the quality of scoring for the current study and the Batrinca et al. (2013) study were also exam-
ined using the relationship between experts’ Phase 1 holistic (overall) scores. The interrater reliability coeflicient for raters’
scores for the present study was .63. Batrinca et al. (2013) reported an interrater reliability of .65. Despite the differences in
the scoring procedures, the similarity in reliability of scoring between the two studies suggests that a holistic impression
of public speaking competence can be measured somewhat reliably by a group of experts and nonexperts. The find-
ings of the current study point more specifically to certain dimensions of public speaking competence where reliability
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Table 13 Comparison of Results to Schreiber et al. (2012) Study

% agreement Kappa Schreiber et al. (2012)
Dimension Task E Task A Task D unwtd. q-wtd. ICC ICC (Study 1) ICC (Study 2)
1. Introduction 0.58 0.31 0.11 0.37 0.30 0.47 .64 .76
2. Organization 0.49 0.42 0.09 0.21 0.33 0.50 .79 81
3. Conclusion 0.40 0.36 0.24 0.19 0.33 0.50 .84 .75
4. Word choice 0.55 0.40 0.05 0.18 0.25 0.41 .85 73
5. Vocal expression 0.47 0.53 0.00 0.21 0.59 0.75 .84 .83
6. Nonverbal behavior 0.49 0.42 0.09 0.23 0.46 0.64 77 .70
7. Adapts to audience 0.58 0.29 0.13 0.35 0.34 0.51 .54 .86
8. Visual aids 0.44 0.44 0.11 0.18 0.47 0.65 .70 .83
9. Effectual persuasion 0.38 0.44 0.18 0.12 0.13 0.23 .81 .84
10. Holistic score 0.62 0.33 0.05 0.39 0.45 0.63 — —

Note. q.wtd = quadratic weighted; unwtd = unweighted; ICC = intraclass correlation coefficient.

must be significantly improved, such as effectual persuasive and word choice, in addition to conclusion as mentioned
earlier.

A major limitation of the study was the amount of raw video available to develop training. As mentioned, the range of
exemplars at each of the score levels for each dimension was limited. Exemplars are foundational to training. The extent
to which the exemplar set is limited will affect the quality of raters’ scoring. In some cases, there were no exemplars for a
particular score level of a dimension. As an example, there was only one exemplar for effectual persuasion (Score Level
1). That dimension was associated with the lowest level of interrater reliability (ICC =.23). Another example of this was
word choice, where only one exemplar could be identified. Interrater reliability was also low (ICC = .41).

Another possible limitation of the study is the background qualifications of the raters. None of the nonexpert raters had
a background in evaluating public speaking competency or, to our knowledge, teaching public speaking. Future studies
may want to use raters with scoring experiences that align more with the construct being assessed, particularly for new
assessments where exemplars and other training material are limited.

Finally, the scoring instrument does not provide direction for how to address English-as-a-second-language factors in
the scoring criteria. Several of the raters noted the difficulty in scoring and making allowances for second language issues
for the two speakers whose native language was not English. We will consult with assessment developers to determine the
ways in which we can refine the scoring rubric and develop a more comprehensive set of benchmarks to promote higher
quality scoring.

Conclusion

The results of the current study point to the need for a significant investment in task, rubric, and training development
for public speaking competence assessment. Practically across all of the dimensions, agreement among raters did not
meet an acceptable level of agreement. Even expert raters, individuals with a background in teaching and evaluating
oral communication, had difficulty agreeing with one another on certain dimensions (effectual persuasion and word
choice).

In addition to providing raters with extensive training and opportunities to practice scoring, aggregating the dimen-
sions into the three components identified by Schreiber et al. (2012) might improve the quality of scoring. There would
be fewer pieces of information raters would need to manage cognitively. Alternatively, if measuring oral communication
competence at the expanded trait level is important (e.g., for formative assessment purposes), there may be opportunity
to employ computer-assisted scoring once the multimodal technology has been developed and validated. Raters would be
able to draw upon more objective measures of body movement and vocal qualities upon which to base their judgments.
Studies can explore how automated scoring-assisted scoring impacts the cognitive quality of human judgments at the trait
level as well as the statistical outcomes of scoring. Again, there are some very basic steps that can and should be taken
to improve agreement among raters such as providing a complete set of benchmarks and range finders for each of the
dimensions, more robust score rationales, and more scoring practice videos.
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Appendix A

Presentation Skills Assessment Task Description and Task Notes

First Prepared Presentation: Technical Presentation

Present financial update to board

Task members of a small business.
Preparation time 10 minutes
Presentation time 4 -5 minutes
PowerPoint slides Canned

The participant is asked to take a few minutes to review slides for the first PowerPoint presentation and informed that
any questions regarding the material provided can be answered by the researcher prior to, but not during the task.

For this task, we will give you a few slides to review for a PowerPoint presentation you will be asked to present. The task
will resemble a simple financial update being given to board members of a small business. You will be given note pages for
each of the slides to review first and certain points will be highlighted in red for you to emphasize during your talk. These
are points that you want to make sure the board members understand. It is not necessary to recite the material you are
provided with, and instead you are welcome to improvise or develop your own presentation, as long as you cover the
highlighted points.

You will not have your notes available to you during your talk, but you are welcome to study them and write your own
notes for up to 10 minutes. We expect to record for roughly 4-5 minutes. You should consider having enough to talk
about on each slide to fill the 5 minute duration. This will effectively mean spending about 1 minute per slide. If you have
any questions about the material you are provided with, please let us know and one of the researchers will answer any
questions you have. During your talk, we will not be able to answer your questions, however. As before, we will let you
know if we have enough recorded for this task.
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Second Prepared Presentation: Lecture Presentation

Present a lesson (lecture style) to prepare a group of

Task middle school students for a future exam.
Preparation Time 10 minutes

Presentation Time 4 -5 minutes

PowerPoint slides Canned

The participant is asked to take a few minutes to review slides for the second PowerPoint presentation. As in the first
task, the participant may ask questions only pertaining to the material provided prior to the task itself.

The next task is much like the previous one. We will give you some slides to review for another presentation. This task will
resemble a simple lecture that may be given to a group of middle school students. Like before, you will have a moment to
review notes on each of the slides and highlighted in red are several points that you should emphasize to your students as
these items will be on a future exam. Again, you will have up to 10 minutes to prepare and we expect to record for
roughly 4-5 minutes, or roughly 1 minute per slide. You will not have access to your notes during your talk. If you have
questions about the material you are provided with, please let us know and one of the researchers will answer any
questions you have. During your talk, we will not be able to answer your questions, however.

Second Table Topics Task: Bad Movie Recommendation

Extemporaneously persuade an audience

Task to see a really bad movie
Preparation Time 0 minutes
Presentation Time 2 -3 minutes
Power Point slides None

The participant is given a topic that he or she will need to talk about for approximately 2-3 minutes. The participant
will also be informed that there will be no preparation time, and he or she should try to talk throughout the allotted time.

In the next task, you will be asked to speak for only 2-3 minutes about a topic we give you. There is no preparation time
for this task and we will begin recording once the topic has been read to you. Like before, we will let you know if we have
recorded enough information and we can move to the next task.

For this speech, we want you to think of a really bad movie you have seen. Your task is to convince us, your audience, that
this movie is really worth seeing and tell us why. You may begin.

Third Table Topics Task: Obscure Living

Discuss what is nice about living in a place that you would find

Task very inconvenient or annoying
Preparation Time 0 minutes
Presentation Time 2-3 minutes
PowerPoint slides None

The participant again is given a topic to talk about for 2-3 minutes with no preparation time. The participant may
discontinue the talk if he or she feel there is nothing else to say on the topic.

For the last task, you will be given another topic to discuss for 2-3 minutes. Like the last task, you will not have
preparation time and we will begin recording once the topic is given to you. We will let you know if we have recorded
enough information for this task.

First, think of a place that would be very inconvenient or annoying for you to live in (allow the participant some time to
consider this). Please tell us what is nice about living in this place.
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Appendix C
Scoring Instructions

Video:

1. No pausing or rewinding. Please watch each video in its entirety without pausing and rewinding.

2. Record evidence. As you are watching the video, take notes or jot down evidence of behaviors that are relevant to
the dimensions on the scoring rubric. Once the video has stopped, review your notes, and assign a score to nine (9)
of the eleven (11) dimensions of the Public Speaking Competence Rubric.

Tips for taking down evidence:

1. Evidence, Bias, Interpretation. Take down what you see and what you hear. Avoid using descriptors such as “nice”
and “good” if they are not a part of the scoring criteria. These are very subjective. Rely on the language of the rubric.
Also avoid making inferences beyond that which you can observe in the video.

2. Avoid transcribing the video. Only attend to the behaviors that correspond to the dimensions of the presentation
that are being evaluated.

3. Takenotes first and sort later. Initially, note-taking and scoring will be made easier if you record your evidence first
and assign that evidence to the appropriate dimension after the video has stopped. As you become more experienced
in using the rubric, you will recognize what pieces of evidence belong to a given dimension, and you will be able to
sort as you go.

Tips for Minimizing Bias:

1. Note your biases and bias triggers. Underlying biases (e.g., racial, gender, region, religion) and/or personal prefer-
ences (e.g., speaking style, attire, hairstyle) can make a major difference in the quality of the scores raters provide.
The key to minimizing the influence of your biases and personal preferences on your score decisions is to first
acknowledge what those biases are and what triggers those biases to manifest in your decision making.

2. Asyouare scoring, if you encounter a trigger that prohibits you from making an objective evaluation of the speaker’s
performance, please indicate “Hold” on the top of the form and we will have another rater score that performance.

Task Notes:

1. Since this is a pilot of this assessment for research purposes, it would be helpful if you recorded any thoughts or
considerations concerning the tasks as you are scoring. Specifically, we would like to know anything about the task
that interferes with your ability to score it using the PSCR.
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